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In a recent paper (Vrakking, M. J. J.; Lee, Y. T.;J. Chem. Phys.1995, 102, 8833) we reported that
autoionization rates of Xe Rydberg states converging on the2P1/2 upper spin orbit state of Xe+ strongly
depend on the presence of dc electric fields and surrounding ions. In the current paper, we present theoretical
calculations that illustrate that the observed electric field dependence of the autoionization rates is influenced
by the existence of short-range Rydberg electron-core interactions. In the presence of dc electric fields the
autoionization rates decrease as a result of orbital angular momentum mixing. In the case of the ns′[1/2]1
series, mixing with the high-l manifold is mediated by short-range interactions with the rapidly autoionizing
nd′[3/2]1 series. As a result, effectivel-mixing takes place at substantially lower electric field strengths than
would otherwise be the case. The experimental results of the dc electric field dependence of Xe pulsed field
ionization (PFI) signals are compared with the theory, and predictions are made for sub-nanosecond time-
resolved ionization experiments.

Introduction

While preparing to write this paper, I looked up a fax message
that I received from Yuan Lee in February of 1994. At that
time he had just assumed his current position as president of
the Academia Sinica in Taiwan, and in Berkeley preparations
were under way for a series of experiments on Rydberg states
of the NO molecule. It was eventful time: one week there was
the infamous “sprinkler incident”, which brought the Berkeley
fire department out in force, and in the following week the first
experimental results were obtained, which, of course, I sent to
Yuan immediately. The answer, by fax, was typical Yuan: “I
was glad to learn that the excitement caused by the ‘stream of
water’ has now turned into a stream of scientific results!”.
The experimental results that Yuan was referring to were

measurements of the lifetimes of high-n predissociating Rydberg
states of the NO molecule and the way these lifetimes can be
manipulated by the application of a small dc electric field.1,2

Lifetimes of high-n Rydberg states have attracted considerable
attention in recent years, as a result of observations in zero-
kinetic-energy photoelectron spectroscopy (ZEKE) experiments.
ZEKE is a spectroscopic technique where electrons are collected
that are formed by pulsed field ionization (PFI) of high-n
Rydberg states. Because small ionization fields are used,
electrons are only obtained from Rydberg states very close to
the convergence limit of a Rydberg series (typicallyn≈ 150-
200), and therefore ZEKE allows the determination of ionization
thresholds at laser-limited resolution. An essential component
of a ZEKE experiment is that there is a time delay between the
laser excitation and the PFI. During this time delay prompt
electrons formed by the excitation laser(s) are removed using a
small (stray) dc field. Remarkably, many examples now exist
where ZEKE spectra have been recorded at pulsed field delay
times far exceeding the anticipated lifetime of the high-n
Rydberg states. Rydberg states are nice model systems for
dynamical studies, since many of their properties (positions of
the energy levels and level spacings, decay parameters, etc.)
are described by simple scaling laws. Therefore, a measurement
of the natural linewidth of ann ) 10 Rydberg state should

typically allow one to predict with reasonable accuracy the
linewidth (and lifetime) forn) 150-200, by using ann3 scaling
law. Rydberg states in ZEKE experiments frequently violate
the simple scaling laws.
The deviations of high-n Rydberg lifetimes from simple

scaling behavior have been explained in terms of a number of
models, which rationalize the observed lifetime enhance-
ments either as the effect of intramolecular couplings and/or
as the result of external perturbations. Levine and co-workers
have emphasized the importance of intramolecular couplings,
which bring the Rydberg state which is optically excited in
contact with a “bath” of surrounding states.3,4 If the decay of
the Rydberg population is intimately connected with the
decay of the initially populated state, then coupling to the
background states can lead to a lifetime enhancement. For
example, if the initially excited state is a low-J rotational state
that decays predominantly via autoionization, then coupling to
higher-J (and lowern) Rydberg statesswhich cannot autoionize
directlyscan lead to a lifetime enhancement.5,6 Discussions
about the applicability of this model have especially centered
on the question of possible decay channels of the background
states (i.e. by routes other than the low-J autoionization
process).7

The idea of enhancement of Rydberg lifetimes in ZEKE
through external perturbations was first put forward by Chupka,
who argued that the enhanced Rydberg lifetimes might be the
result of small dc electric fields and/or interactions with
surrounding ions.8 In the presence of a dc electric field the
orbital angular momentum of a Rydberg electron is no longer
conserved. In the angular momentum basis, the Rydberg
electron performs a periodic oscillation between the initially
prepared low-l state and a high-l state.9 Whenever the expecta-
tion value of the orbital angular momentum is large, the
interaction of the electron with the ionic core is turned off. At
these times, decay channels like autoionization and predisso-
ciation, which can be looked upon as a “reactive” collision
between the Rydberg electron and the ionic core (in which
energy is exchanged between the Rydberg electron and the ro-
vibrational and/or electronic degrees of freedom of the ionic
core), cease to exist. A lifetime enhancement can thus occur,X Abstract published inAdVance ACS Abstracts,August 1, 1997.
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since the field reduces the frequency of interaction between the
ionic core and the Rydberg electron10 (a “stretching of the time-
axis”11).
In similar fashion, interactions with surrounding ions can alter

the lifetime. If the Rydberg atom/molecule is produced in an
environment where it is surrounded by ions, then the total
electric field experienced by the Rydberg atom/molecule will
be both inhomogeneous and time-dependent. The field inho-
mogeneity is due to the fact that the total dc electric field
experienced by the Rydberg electron varies over the orbit of
the Rydberg electron. At the same time, both the magnitude
and the direction of the total field change as the Rydberg atom/
molecule and the ion(s) move with respect to each other. The
importance of both effects has been advocated in the litera-
ture.12,13 In inhomogenous or time-dependent electric fields the
projection of the angular momentum onto the field axis (which
is a conserved quantity in a constant homogeneous dc electric
field) will no longer be conserved. In the angular momentum
basis, the electron propagates both in the orbital angular
momentuml and in the projection quantum numberm, which,
due to the (2l+1)-fold m-degeneracy of thel-states, leads to a
further reduction of the fraction of time spent at low angular
momentum.
Chupka’s paper prompted us to investigate the lifetimes of

predissociating Rydberg states of the NO molecule1,2 and
autoionizing Rydberg states of the Xe atom.14 A near-transform-
limited pulsed dye laser (∆ω e 0.005 cm-1) was used to excite
individual high-nRydberg states of NO and Xe, and the lifetimes
of these Rydberg states were determined by measuring the NO+

signal, and, in the case of Xe, the pulsed field electron signal,
as a function of the time delay between the laser excitation and
the pulsed field ionization. The results provided clear evidence
for both of the mechanisms proposed by Chupka. In the NO
experiment, a sudden increase in the lifetimes of p- and f-orbital
Rydberg states was observed as a function of the principal
quantum number, which could be attributed to the presence of
a small dc stray electric field in the apparatus (estimated at 25
mV/cm). In the case of Rydberg states that did not undergo a
lifetime enhancement as a result of the stray field (n < 65 in
case of the f-series andn < 116 in case of the p-series), the
lifetimes could readily be enhanced through the application of
a dc field in excessof the stray field. In the Xe experiments,
the pulsed field ionization (PFI) signals could similarly be
manipulated by the application of dc electric fields. Furthermore
it was found that the PFI signal had a near-quadratic dependence
on the Xe pressure. Combined with the observed laser power
dependence of the PFI signal, this observation provided
considerable support for the mechanism of ion-enhanced Ryd-
berg lifetimes.
Similar observations have been reported by a number of other

authors. Prior to our experiments, Pratt performed a study on
the NO molecule, where he observed a lifetime reduction when
applying a dc field, as well as an overall lifetime enhancement
which he attributed to the presence of ions.15 In this study, the
effect of a dc electric field was studied at somewhat larger field
strengths, and the observation of a lifetime reduction is
consistent with our lifetime enhancement at lower field strengths.2

Merkt studied the role of dc electric fields and collisional effects
in autoionizing Rydberg states of Ar. He observed a lifetime
enhancement over the natural lifetimes, which he attributed to
ion-Rydberg interactions and an inhibition of the formation
of long-lived Rydberg states in the presence of dc fields, due
to the fact that efficientl,m-mixing requires a near-degeneracy
among the interacting levels, which is broken by the dc field.16,17

In recent experiments on NO, using a sequence of field

ionization pulses, he obtained direct evidence for the existence
of this requirement.18

Rydberg states of the benzene molecule were studied, at high
resolution, by Neuhauser and Neusser.19,20 At dc field strengths
between 50 and 300 mV/cm they observed enhanced lifetimes
which they attributed tol-mixing of the near-zero quantum
defect optically accessed states. Schlag and co-workers ob-
served that benzene ZEKE signals were greatly reduced when
dc electric fields over 200 mV/cm were applied, although the
lifetimes of the Rydberg states that are eventually detected in
the experiment (after a time delay of a few tens of microseconds)
increasedwhen a field was present during the time delay
between the excitation and the pulsed field ionization.21 As in
the case of NO, these observations illustrate that the effect of a
dc electric field need not be monotonous, but can vary, as more
and more low-l states merge into the Stark manifold.
Regarding ion-Rydberg interactions, Schlag et al. observed

a disappearance of the benzene PFI signals when the total ion
yield was extrapolated to zero.12,22 At the same time they
observed evidence for saturation of the influence of ion-
Rydberg interactions: in an earlier study on the lifetimes of
the C6H6 Rydberg states they observed no effect when varying
the density of C6D6

+ ions,23 since completel,m-randomization
occurred as a result of the production of C6H6

+, concurrent with
the Rydberg excitation step. In this context, it is interesting to
mention also two recent experiments on the lifetimes of spin-
orbit autoionizing Rydberg states of Ar. While Hepburn and
co-workers found evidence for stabilization of Rydberg states
by surrounding ions in a low-repetition rate laser experiment
(where a significant number of ions can be produced),24 Hsu et
al., in a quasi-CW experiment at the Chemical Dynamics
Beamline of the Advanced Light Source (under conditions where
surrounding ions are absent), were unable to obtain any pulsed
field ionization signals.25

Besides a better understanding of the Rydberg dynamics
pertaining to ZEKE experiments, studies of the lifetime dynam-
ics of high-n atomic and molecular Rydberg states have now
started producing interesting experimental spinoffs. Zare and
co-workers utilized the fact that H2 Rydberg states can be
stabilized through interactions with surrounding ions to produce
long-lived (τ g 20µs) Rydberg states, which were used in high-
resolution time-of-flight measurements of the products a bimo-
lecular chemical reaction.26,27 In femtosecond vibrational
wavepacket experiments on the I2 molecule we used the fact
that I2 Rydberg states can be stabilized by surrounding ions to
create a “ZEKE amplifier”.28

In a recent paper we presented a theoretical analysis of the
dc electric field induced lifetime enhancement of predissociating
Rydberg states of NO.29 This work was motivated by our
experimental observation that the onset for lifetime enhancement
in the NO molecule was extremely sudden. Specifically, for
the p-series converging onN+ ) 0, we observed that under
experimental conditions of dc stray electric fields only, the 115p
level had a lifetime close to its natural lifetime (7.1( 1.6 ns),
whereas the neighboring 116p level displayed an approximately
15-fold lifetime enhancement (114( 27 ns). Our analysis
showed that the suddenness of the onset of the lifetime
enhancement was a manifestation of the multiexponential nature
of the decay of the initially prepared state. The presence of an
electric field leads to a dilution of the low-l character, which
provides the doorway to excitation, among a number of Stark
states. Variations in the lifetimes of these individual Stark states
then lead to a multiexponential decay of the Rydberg population.
The interpretation of experimental results therefore requires a
careful assessment of the ability of the experiment to distinguish

6762 J. Phys. Chem. A, Vol. 101, No. 36, 1997 Vrakking



and/or detect with equal sensitivity a range of different lifetimes.
The importance of the multiexponential nature of the decay of
the initially prepared Rydberg population was also emphasized
by Bixon and Jortner30,31and, recently, by Lefebvre-Brion and
collaborators.32

In our theoretical NO paper, we developed a Hamiltonian
description of the NO molecule, which was based on an
adaptation of earlier results obtained by multichannel quantum
defect theory (MQDT).33,34 The results of an MQDT analysis
by Fredin et al. were used to set up a Hamiltonian describing
the coupling among Hund’s case d basis states induced by short-
range Rydberg electron-core interactions.35 These computa-
tions complemented work by Bixon and Jortner, who analyzed
the role of long-range dipolar Rydberg electron-core interac-
tions and concluded that in NO these interactions play a
negligible role, except for a few isolated instances where near-
resonances occur.36 In our work we considered two kinds of
short range core interactions. First of all, interactions were
considered where for a givenl different core rotational states
are coupled. These couplings describe Rydberg electron-core
collisions, where a low-l Rydberg electron penetrates the ionic
core, so that a Hund’s case d description ceases to be valid (i.e.
the core rotational quantum number is no longer well-defined).
When the Rydberg electron re-emerges from the core, the core
rotational state becomes well-defined again, but now the core
rotational state may no longer be the same as prior to the
collision. Put differently, there is a coupling between different
core rotational states. Secondly, interactions were considered
where different low-l angular momentum states are coupled
through close-range interactions with the core. In particular,
the mixing of sσ and dσ configurations was considered. In this
case, an s- or d-electron penetrates the ionic core, where the
orbital angular momentum is only characterized by its projection
(σ) onto the internuclear axis. Now, when the Rydberg electron
re-emerges from the core region, both the core rotational state
and the orbital angular momentum of the Rydberg electron may
have undergone a change; in other words, there is a coupling
between s- and d-orbital Rydberg series converging on a range
of rotational states.
While in the case of NO we could reproduce the gross features

of the experimental lifetime enhancements without including
the short-range interactions, a comparison of the theoretical
results with and without inclusion of the short-range core
interactions nevertheless illustrated the way in which these
interactions are operative in the principal quantum number range
of interest. Efforts are currently under way to extend these
calculations to the regime aroundn ) 200, where the ZEKE
experiments are actually performed.
In this paper we show how short-range core interactions also

play an important role in the autoionization experiments on the
Xe atom.14 Experimentally, we investigated the lifetimes ofn
) 40-80 Rydberg states of the Xe atom, using either the ns′-
[1/2]1 or nd′[3/2]1 Rydberg series as doorway state. The
experimental observation that both the application of a dc
electric field and ion densities on the order of 105-107 cm-3

were necessary in order to obtain a measurable PFI signal
suggested the following scenario for the lifetime enhancement.
First, the application of a dc electric field leads to (rapid)
l-mixing and an enhancement of the lifetime from sub-
nanosecond to a few nanoseconds. Secondly, the presence of
ions around the Rydberg atoms leads to an evolution in the
magnetic quantum numberm and an additional lifetime en-
hancement to a few tens of nanoseconds. In the current paper,
we specifically focus on the initial stage of the lifetime
enhancement, i.e. thel-mixing introduced by the presence of a

dc electric field. Since the coupling induced by the electric
field is dipolar, we would anticipate a hierarchical onset for
the coupling of the low-l Rydberg series to the Stark manifold
containing the high-l states. In other words, lifetime alterations
of the nd′[3/2]1 state through mixing with the high-l manifold
ought to precede mixing of the ns′[1/2]1 state. Indeed, this is
what was observed by Softley and co-workers in a recent MQDT
computation of the Stark effect in autoionizing Rydberg states
of Ar.37 Nevertheless, our experimental observation in Xe was
that the onset for lifetime enhancement of the ns′[1/2]1 series
came at significantly lower dc electric field strengths than the
nd′[3/2]1 series. We will demonstrate that the “premature”
mixing of the ns′[1/2]1 series with the high-l manifold is a
manifestation of the presence of Rydberg electron-core mixing.
As a result of this mixing the ns′[1/2]1 series acquires some nd′
character even at zero dc electric field, which allows mixing of
this state with the high-l manifold as soon as the ns′[1/2]1 state
crosses the Stark manifold. Since we calculate only thel-mixing
by the dc field and not them-mixing due to the presence of
surrounding ions, the lifetimes that we will calculate necessarily
differ from the experimentally observed decay times. However,
the dependence of the PFI signals on the presence of a dc electric
field ought to be rather similar in experiments with or without
surrounding ions, and thus the conclusions reached about the
role of Rydberg electron-core interactions which are presented
are applicable to the previously reported experiments.

Theory

(a) Description of the Hamiltonian. The theoretical ap-
proach utilized in this paper is similar to the one used in our
recent paper on dc electric field induced lifetime enhancement
of high-n predissociating Rydberg states of the NO molecule.29

Therefore, only a brief description will be presented here.
Similar to earlier treatments of Xe autoionization by Knight
and Wang38 and Ernst et al.,39 the calculations are based on
diagonalization of the Stark Hamiltonian which describes the
coupling betweenjl -coupled basis states, which are expressed
asnl[K]J. Here,n and l have the usual meaning of principal
quantum number and orbital angular momentum of the Rydberg
electron. The angular momentumj of the 2P1/2 ionic core
combines withl to form a resultant angular momentumK, which
then couples with the Rydberg electron spins to form J.
Following diagonalization of the Hamiltonian, the eigenvalues
of the Stark states are obtained, as well as the eigenvectors
expressed in terms of the field-free basis states. On the basis
of known decay rates of the field-free states, individual decay
widths of the Stark states are determined, which allow the
evaluation of a number of time-dependent observables.
Our calculation differs from the methodology of Bixon and

Jortner, who included the decay width of the field-free basis
states as a complex diagonal component in the Stark Hamilto-
nian in their work on autoionization in Ar40 and predissociation
in NO.41 They thereby obtained the lifetimes of the Stark states
directly in the diagonalization. Ideally our approach would be
replaced by a full effective Hamiltonian treatment, in which
both diagonal and off-diagonal complex matrix elements are
included. However, evaluation of the off-diagonal matix
elements requires an ab-initio calculation. In principle, the
preferred method to analyze the structure and dynamics of Stark
manifolds is multichannel quantum defect theory (MQDT). This
method was recently applied by Softley and co-workers to the
autoionization of Ar, N2, and H2.37 A disadvantage discussed
by Softley et al. is that the evaluation of the Stark excitation
spectrum at asingleelectric field strength requires the diago-
nalization of hundreds of large (typically 250× 250, for the
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situations described in the current paper) complex matrices. In
our current paper, dynamical variables of the Stark states were
calculated at as many as 500 different electric field strengths.
In this situation an MQDT calculation would appear to be
prohibitive.
The Hamiltonian, which is shown schematically in (Chart

1), contains three kinds of terms: (i) the zero-order electronic
energiesHel, (ii) coupling matrix elements due to the presence
of a dc electric fieldHF, and (iii) coupling matrix elements due
to short-range Rydberg electron-core interactionsHs′d′.
The zero-order electronic energiesHel follow from experi-

mentally observed quantum defects as

where µlKJ is the quantum defect andν ) n - µlKJ is the
effective principal quantum number. A summary of the
quantum defects used in the calculations is given in Table 1.
Quantum defects for the ns′[1/2]0, the nd′[3/2]2, the nd′[5/2]2,
and the nd′[5/2]3 series were taken from Wang and Knight,42

whereas the quantum defects of the np′[1/2]0, the np′[1/2]1, the
np′[3/2]1, the np′[3/2]2, and the nf′ series were taken from Ernst
et al.39 For the ns′[1/2]1 and nd′[3/2]1 series we used quantum
defects derived from our own experiments, and forl > 3 all
quantum defects were set to zero.
According to the pioneering MQDT analysis of Lu,43 the ns′-

[1/2]1 and nd′[3/2]1 configurations are coupled as a result of
core penetration. Therefore the diagonal matrix elements for
these configurations are altered to

where θ is the mixing angle between the ns′[1/2]1 and
nd′[3/2]1 configurations.
Lu estimated the mixing angle to be approximately 0.15

radians. Core penetration of the ns′ and the nd′ Rydberg
electrons also leads to off-diagonal coupling matrix elements
Hns,n′d between the ns′[1/2]1 and nd′[3/2]1 series, which are given
by14

In our calculations we specifically wanted to investigate the
role of the mixing angleθ, and thereforeθ is treated here as a
parameter that is not known a priori. As a result,θ-dependent
µs,0andµd,0 quantum defects had to be used, which were chosen
such that the experimental eigenenergies of the ns′[1/2]1 and

nd′[3/2]1 series are recovered when the field-free Hamiltonian
is diagonalized. From a prediagonalization of a field-free (2
× 2) Hamiltonian with basis states ns′[1/2]1 and nd′[3/2]1, it
follows that the eigenvalues of the ns′[1/2]1 and nd′[3/2]1 series
are independent of the coupling matrix elementHns′,nd′ when
µs,0 andµd,0 are chosen according to:

where

whereµs′ andµd′ are the experimentally observed quantum de-
fects of the ns′[1/2]1 and nd′[3/2]1 series. Similarly,θ-dependent
autoionization ratesΓns′[1/2]1 andΓns′[1/2]1 were used to ensure
that the calculated autoionization rates at zero electric field
correspond to the experimentally observed autoionization rates.
The electric field couples different Rydberg series subject to

the selection rules∆J ) (1,∆l ) (1, and∆K ) 0,(1. The
matrix elements due to the presence of the field are given by

where

Chart 1

s′(1/2)0 s′(1/2)1 p′(1/2)0 p′(1/2)1 p′(3/2)1 p′(3/2)2 d′(3/2)1 d′(3/2)2 d′(5/2)2 d′(5/2)3 f′(5/2)2 f′(5/2)3 f′(7/2)3 f′(7/2)4
s′(1/2)0 Hel HF HF

s′(1/2)1 Hel HF HF Hs′d′
p′(1/2)0 HF Hel HF

p′(1/2)1 HF Hel HF

p′(3/2)1 HF Hel HF HF

p′(3/2)2 HF Hel HF HF

d′(3/2)1 Hs′d′ HF HF Hel HF

d′(3/2)2 HF HF Hel HF

d′(5/2)2 HF Hel HF HF

d′(5/2)3 HF Hel HF

f′(5/2)2 HF Hel

f′(5/2)3 HF HF Hel

f′(7/2)3 HF Hel

f′(7/2)4 HF Hel

Hel ) - µlKJ/ν
3 (2)

Hns,n′s ) -(cos2 θ µs,0+ sin2 θ µd,0)/(νn
3/2 νn′

3/2)

Hnd,n′d ) -(sin2 θ µs,0+ cos2 θ µd,0)/(νn
3/2 νn′

3/2) (3)

Hns,n′d ) 1/2sin 2θ(µs,0- µd,0)/(νn
3/2νn′

3/2) )

-µs′d′(θ)/(νn
3/2νn′

3/2) (4)

TABLE 1: Quantum Defects and Decay Rates of the
Zero-Order States

state quantum defect [ref] decay widthΓ0 (cm-1) [ref]

ns′[1/2]0 4.021 [42] 1400 [42]
ns′[1/2]1 4.010 [14] 1300 [42]
np′[1/2]0 3.500 [39] 500a

np′[1/2]1 3.548 [39] 500a

np′[3/2]1 3.581 [39] 500a

np′[3/2]1 3.560 [39] 500a

nd′[3/2]1 2.320 [14] 35000 [42]
nd′[3/2]2 2.451 [42] 12000 [42]
nd′[5/2]2 2.474 [42] 4000 [42]
nd′[5/2]3 2.435 [42] 6000 [42]
nf′[5/2]2 0.055 [39] 200a

nf′[5/2]3 0.055 [39] 200a

nf′[7/2]3 0.055 [39] 200a

nf′[7/2]4 0.055 [39] 200a

nl’( l>3) 0.000 50a

a The linewidths of the np′, the nf′, and the n(l>3) are not known.
Values listed have been used in the computations.

µs,0(θ) ) µs′ + ∆

µd,0(θ) ) µd′ - ∆ (5)

∆ ) 1/2{(µd′ - µs′) + [(µd′ - µs′)
2 - 4µs′d′(θ)]

1/2} (6)

HF[lKJ,l′K′J′] ) -eF〈νlKJ|z|ν′l′K′J′〉 )

- eF(-1)K+K′+J+J′+l+j+S[(2K + 1)(2K′ + 1)(2J+ 1)×
(2J′ + 1)]1/2[J 1 J′

0 0 0 ]{K J S
J′ K′ 1}{l K j

K′ l′ 1}〈νl|r|ν′l′〉 (7)
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The radial integrals were evaluated using the results of Edmonds
et al.,44 where

with γ ) ∆l(lc/νc), s) ν - ν′, lc ) max(l,l ′), ∆l ) l′ - l, and
νc ) 2/(1/ν + 1/ν′). The functionsgp(s) are given in ref 44.
In the Stark Hamiltonian used in the calculations in this paper

all the angular momentum statesl ) 0, ...,n- 1 (4n- 2 levels
for each value of the principal quantum number) were included
for a particular value of the principal quantum number. Calcu-
lations to determine the properties of the Rydberg series for
the principal quantum number of interest were performed over
an energy range, which included levels with (effective) principal
quantum numbern- 1,n, andn+ 1. Therefore the calculations
at n ) 60 involve a diagonalization of (714× 714) matrices.
(b) Calculation of Experimental Observables. By diago-

nalization of the Stark Hamiltonian (eq 1) the eigenvalues of
the Stark states are obtained, as well as expressions for the
eigenvectors of these states in terms of the field-free basis states:

Using the expressions for the eigenvectors, the decay rate of
the Stark states is calculated as a weighted sum of the decay
rates of the basis states contributing to the Stark states:39

The measured pulsed field ionization (PFI) signal depends on
the central laser excitation frequencyωlaser and the time delay
∆t between the laser excitation and the switching of the field
excitation pulse and is approximated as

where|R0〉 represents the zero-order basis state (ns′[1/2]1 or nd′-
[3/2]1) which is responsible for the absorption. Similar to eq
15 in our paper on NO,29 the PFI signal at a given time delay
is calculated as an incoherent sum over Stark states, where the
contribution of a given Stark state depends on the overlap of
the Stark state with the zero-order state, the overlap between
the absorption line and the laser bandwidth, and the lifetime of
the individual Stark state. A difference compared to the
expression used in ref 29, is that the overlap between the
absorption lines and the laser bandwidth is calculated as a
convolution integral between a Lorentzian absorption line profile
and a Gaussian laser profile (in ref 29 the former had been
neglected). We will briefly return to the issue of coherent versus
incoherent detection of Rydberg states in the Discussion section.

Results

In Figure 1 a number of absorption spectra are presented in
the vicinity of the 60s′[1/2]1 level, which were obtained under
four different conditions. The spectra were calculated by adding
the contributions from both excitation to ns′[1/2]1 and

nd′[3/2]1 orbitals. These contributions were weighed in a ratio
of 1:12.8, which is the ratio of the integrated peaks correspond-
ing to ns′[1/2]1 and nd′[3/2]1 in the experimental total ion yield
spectra at zero field.14 We note that the hyperfine structure
which was experimentally observed in ref 14 is not included in
the calculations. In the calculations of Figure 1a,c the dc electric
field was zero, whereas in Figure 1b,d the field was equal to
2.5 V/cm, leading to the observation of resolvable Stark structure
in the spectra (similar to the experiments, a 0.005 cm-1 laser
bandwidth was employed in the calculations). Furthermore, in
Figure 1a,b the s′/d′ mixing angle describing short-range
Rydberg electron-core interactions was equal to zero, whereas
in Figure 1c,d the angle was set to 0.15 radians. At this mixing
angle the state termed ns′[1/2]1 contains 98%l ) 0, and 2%l
) 2, as was the case in the analysis by Lu.43 A comparison of
the spectra of parts a and b, with respect to parts c and d of
Figure 1 shows that the short-range core interactions induce
hardly any changes in the intensity distributions in the absorption
spectra.
The short-range core interactions do however strongly influ-

ence the ensuingdynamicsof the Rydberg states. In Figure 2
the dependence of the PFI signal on the dc electric field is shown
for three values of the s′/d′ mixing angle at the peak corre-
sponding to the 60s′[1/2]1 level. The calculations were carried
out at a time delay of 3.2 ns, where, without dc electric field,
the signal has dropped to approximately 5% of the signal
calculated at zero time delay. We note that, except at very small
time delays, the peaked structure in the curves shown in Figure
2 is not overly sensitive to the particular choice of the time
delay. At short time delays the dc electric field dependence of
the PFI signal relates to the field dependence of the absorption
spectrum, whereas at later times, the field dependence of the
PFI signal reflects field-induced changes to the lifetimes of the
excited Rydberg state due tol-mixing. The experiments that
we seek to explain were done at a PFI time delay where the
PFI signal measured at zero field could be enhanced almost
20-fold by the application of a dc field (see Figure 5). This is
the reason that the data in Figure 2 are presented for a time
delay where at zero field about 95% of the initial population
has decayed. The data in Figure 2 show that in the absence of
s′/d′ mixing, the decay of the 60s′[1/2]1 state is virtually
independent of the dc electric field, as long as the field is below
0.5 V/cm. Only for a few isolated electric field strengths does
an appreciable Rydberg population persist at the chosen time
delay, while for most field strengths the Rydberg population
decays at a rate that is near the field-free decay rate. A
substantial enhancement beyond the natural decay rate due to
l-mixing is seen at field strengths above 0.65 V/cm.
The situation is radically different when s′/d′ mixing is

included in the calculations. As observed in Figure 2b,c, the
onset for lifetime enhancement due tol-mixing comes at
significantly lower field strengths when s′/d′ mixing is included.
Both in Figure 2b, for a mixing angle of 0.075 radians, and in
Figure 2c, for a mixing angle of 0.15 radians, the lifetime is
enhanced as soon as a dc field in excess of 50 mV/cm is applied.
Starting from these field strengths, the decay rates stay below
the natural decay rate over a wide range of field strengths. As
in the calculation of Figure 2a without s′/d′ mixing, extensive
resonance structures are seen. However the important difference
with Figure 2a is that the resonance structures become important
at a significantlylower field strength and, furthermore, that the
lifetime is enhanced over a wider range of dc electric field
strengths.
The differences between part a and parts b,c in Figure 2 can

be traced to the appearance of the Stark map of the Xe atom.

〈νl|r|ν′l′〉 ) -(l + 1)1/2〈νl|r|ν′l + 1〉 l′ ) l + 1

l1/2〈νl|r|ν′l - 1〉 l′ ) l - 1 (8)

〈νl|r|ν′l′〉 ) {(3/2)νc
2 [1- (lc/νc)

2]1/2} ∑
p)0,3

γpgp(s) (9)

|i〉Stark) ∑
R
AiR|R〉nlKJ (10)

Γi,Stark) ∑
R
|AiR|2 ΓR (11)

S(ωlaser,∆t) ) ∑
i

|AiR0|2 exp(-2π∆t/hΓi)/∫ dω′ ×

Γi
-1[1 + (ωi - ω′)2/Γi

2]-1 exp[-(ω′ - ωlaser)
2/∆ωlaser

2]
(12)
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In a Stark map the location of Rydberg energy levels is shown
as a function of the dc electric field strength. As shown in
Figure 3, where a Stark map in the vicinity of the 40s′[1/2]1
level is presented, the ns′[1/2]1 level undergoes a number of
avoided crossings with a hydrogenic manifold which is formed
from the high-l (l > 3) states. These high-l states have zero
quantum defect at zero field. The onset for the crossings
between the ns′[1/2]1 level and the high-l states occurs at a very
small field, since the reduced quantum defect of the ns′[1/2]1
series is only 0.01. This means that at zero field the energy
difference between the ns′[1/2]1 levels and the high angular
momentum states is very small (only 5× 10-3 cm-1 at n )
60). The first crossing comes when the halfwidth of the Stark
manifold (3/2)Fn2 becomes comparable to the zero-field offset
µ/n3 between the 60s′[1/2]1 state and the high-l manifold. Using
a quantum defect for the 60s′[1/2]1 of 0.010, it follows that the
first crossing of the 60s′[1/2]1 level with the Stark manifold
takes place at a field strength of 44 mV/cm, which is exactly
where the changes in the lifetimes first appear. In the
calculations without s′/d′ mixing the influence of the avoided
crossings does not manifest itself in the electric field dependence
of the PFI signal until the field reaches a strength of ap-
proximately 0.50 V/cm, where the resonances begin to extend
over a wider range of electric field strengths and a measurable
lifetime enhancement takes place.
The reason for the lifetime enhancement is further illustrated

in Figure 4. An enlargement of the encircled portion of then
) 40 Stark map of Figure 3 is shown, for an s′/d′ mixing angle
of 0 radians (Figure 4a) and 0.15 radians (Figure 4b). The s′/
d′ core mixing makes the crossings between the ns′[1/2]1 state
and the high-l manifold considerably more avoided. Two
adiabatic eigenstates are formed, which are a mixture of the
diabatic states that participate in the crossing (the ns′[1/2]1 level
and one of the high-l-mixed Stark states). The amount of mixing
that takes place and the width∆F over which the mixing

manifests itself are determined by the strength of the coupling
between the two diabatic states. Since the high-l-mixed Stark
states couple with the diabatic ns′[1/2]1 states subject to the
selection rule∆l ) (1, the coupling will be determined to a
large extent by the amount of d′[3/2]1 character that the ns′[1/
2]1 state has acquired through the short-range Rydberg electron-
core interactions. It is in this fashion that short-range core
interactions become a major factor in determining the electric
field dependence of the experimental pulsed field ionization
signals: s′/d′ mixing provides a route for the ns′[1/2]1 level to
couple to the high-l manifold, well before the Stark states acquire
large amounts of d′ character.

Comparison with Experimental Results and Discussion

In Figure 5 experimental results of the dc electric field
dependence of Xe 60s′[1/2]1 PFI signals are reproduced, which
were recorded at a pulsed field time delay of about 80 ns. The
experimental results are compared to results of our theoretical
calculations which were obtained with an s′/d′ mixing angle of
0 radians (Figure 2a) and 0.15 radians (Figure 2c). For
convenience, in Figure 5 the oscillatory resonance structures in
Figure 2a,c have been smoothed by integrating the curves of
Figure 2 within bins with a width of 0.025 V/cm. It is clear
from Figure 5 that the rapid increase of the PFI signal at low
field which is seen in the experimental data can only be
reproduced when s′/d′ mixing is included in the calculations.
While in the calculation including s′/d′ mixing the onset for
the lifetime enhancement of the Rydberg states comes at a field
strength of only 50 mV/cm (determined by the quantum defect
of the s′[1/2]1 series), in the calculation without s′/d′ mixing
the onset for lifetime enhancement comes at fields in excess of
0.5 V/cm. We note that for the d′[3/2]1 series the first crossing
with the high-l manifold is reached at a field strength of
approximately 1.35 V/cm, at which point a decay of the ns′[1/

Figure 1. Xe excitation spectra calculated in the vicinity of the 60s′[1/2]1 level, calculated under the following conditions: (a) 0 V/cm; 0 radian
s′/d′ mixing angle; (b) 2.5 V/cm; 0 radian s′/d′ mixing angle; (c) 0 V/cm; 0.15 radians s′/d′ mixing angle; (d) 2.5 V/cm; 0.15 radians s′/d′ mixing
angle.
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2]1 PFI signal is observed in both the simulations and the
experimental data. In conclusion, we observe that the onset of
efficient l-mixing, as observed through changes in the lifetimes
of the Rydberg states, is not hierarchical, but rather, that mixing
of the 60s′[1/2]1 state with the high-l manifold significantly
precedes mixing of the 60d′[3/2]1 state with the manifold. As
demonstrated above, this is a manifestation of the fact that the
ns′[1/2]1 and nd′[3/2]1 are coupled by a short-range Rydberg
electron-core interaction, as a result of which the coupling of
the ns′[1/2]1 series to the high-l manifold is mediated by the
nd′[3/2]1 series.
Under the experimental conditions of the measurements in

Figure 5 the PFI signals measured decayed with a time constant
of approximately 50 ns, which exceeds the lifetimes calculated
in the previous section by more than 1 order of magnitude. This
is caused by the fact that the Xe Rydberg states that were field-
ionized in the experiment not only had undergone a lifetime
enhancement due tol-mixing but had also undergonem-mixing
due to the presence of surrounding ions. In the experiment
direct evidence for this mechanism involving a binary Xe-Xe
interaction was obtained from the fact that the Xe PFI signal
displayed a near-quadratic dependence on the Xe pressure. The
presence of ions near the Rydberg atom, adds both a dc and an
ac component to the electric field experienced by the atom. To
the extent that the Rydberg atom and the ion are stationary with
respect to each other, the additional field is dc, and the total
field experienced by the atom is the vector sum of the externally
applied dc field and the field due to the presence of the ion.
Relative motion of the Rydberg atom and the ion leads to an
AC component. The presence of the ions is relevant to our
discussion in two ways. First of all, the added inhomogenous

and time-dependent field components lead tom-mixing and an
additional lifetime enhancement beyond the lifetime enhance-
ment that we have calculated. Secondly, the dc component will
lead to a smearing of the resonance structure in the calculated
electric field dependence of the PFI signal, since experimentally
we cannot control the Rydberg atom-ion internuclear distance.
The experiments were carried out over an estimated range of
ion densities from 105 to 107 ions/cm3, corresponding to a
median Rydberg atom-ion internuclear distance of 210-46µm.
At these internuclear distances the dc field contributed by the
ion-Rydberg interactions is 0.3 and 6.8 mV/cm, respectively.
These field strengths are comparable to the widths and spacings
between the resonance structures observed in Figure 3, which
accordingly are not observed in the experiment.
At the end of this paper, it is interesting to return briefly to

the issue of coherent versus noncoherent detection of Rydberg
states. In general, if Fourier-transform-limited laser pulses are
used to excite a superposition of eigenstates, then the levels
will be formed in a coherent superposition state, which will
dephase and rephase on a time scale related to the inverse line
spacing between the eigenstates in the superposition. In the
current experiment, if a coherent superposition of Stark levels
is populated, this coherent superposition will oscillate between
low-l and high-l on a time scale given byτrecurrence) (1/3)Fn
(since the level spacing between adjacent Stark levels in a
hydrogenic Stark manifold is equal to 3Fn). As a consequence,
the population will not undergo a single-exponential or even
multiexponential decay, but rather, the decay rate should be
oscillatory in time: autoionization is only expected at those
times when the expectation value of the orbital angular
momentum is small. The Xe pulsed field ionization experiments
discussed here involved a mechanism where the magnetic

Figure 2. Calculated PFI signals as a function of the existing dc field
at a time delay of 3.2 ns, following excitation at the 60s′[1/2]1 peak.
The calculations were performed for three values of the s′/d′ mixing
angle, namely, (a) 0 radians, (b) 0.075 radians, and (c) 0.15 radians.
The inclusion of a nonzero s′/d′ mixing angle leads to significant
interactions of the 60s′[1/2]1 level with the nearby Stark manifold, prior
to coupling of the 60d’[3/2]1 level with this manifold.

Figure 3. Xe Stark map calculated in the vicinity of then) 40 high-l
manifold, calculated without s′/d′ mixing. In order to calculate this Stark
map, all levels with effective principal quantum numbern ) 39-41
were included in the matrix diagonalization. The Stark map shows the
onset of crossings of the 40s′[1/2]1 state with the high-l manifold near
a field strength of 0.37 V/cm (encircled). Detailed calculations for this
region with and without s′/d′ mixing are shown in Figure 4.
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quantum number was altered due to an inhomogeneous interac-
tion with surrounding ions. Therefore, this is an incoherent
experiment, and no oscillations were seen. With the develop-
ment of an atomic streak camera45 it has recently become
possible to look at time-resolved ionization with (sub-) pico-
second time resolution. It will be very interesting to study the
dynamics of Xe autoionization at lower values of the principal
quantum number (n≈ 10) in the time domain using picosecond
laser excitation. In this regime it will be possible to study the
effect of a dc electric field in a regime where surrounding ions

will not have any effect. As a function of the applied dc electric
field, we anticipate a transition from single-exponential decay
at low field (excitation of low-l eigenstate) to oscillatory
behavior once the low-l state has been absorbed into the Stark
manifold. Of particular interest is excitation near one of the
crossings in the Stark map, where one can tune the dc electric
field onto the avoided crossing and where the time scale of an
anticipated quantum beat provides direct information on the
coupling between the diabatic states at the crossing and, hence,
the extent of Rydberg electron-core induced mixing between
the ns′[1/2]1 and nd′[3/2]1 series.
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